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Abstract Site-specific and/or regional scale assessment is increasingly becoming an important
component in studies of climate variability and change impact. This Is partly because of the development of
climate change research itself, but is also due to the growing demand for policy-relevant information related
to climate change for vulnerability and adaptation at this spatial scale. Linking the large-scale analyses to
smail-scale experiments hence becomes critical. As it is still not practical to use large-scale physically-based
climate moedels for such purposes, a stochastic approach using weather generators, has the potential to be
applied effectively for assessing the impact of climate variability and change at the site scale. This approach,
however, requires that the key statistical characteristics of the historical climate variables are accurately
represented by the weather generation mode! used. So far, many inadequacies exist in various weather
generators and have limited their application in site-specific impact assessments. A modeling strategy has thus
been developed and incorporated into an integrated assessment model system (CLIMPACTS) to provide the
end-users with the flexibility to compare and select the most appropriate weather generator for their particular
site. In this paper, Kiwifruit is used as an example to demonstrate within the CLIMPACTS system the
capacity for selecting and applying weather generators at two sites in New Zealand.

the research has been moved to the site-scale

1. Introduction capacities development recently.

Variations in climate can have significant adverse Integral to the site-scale studies in CLIMPACTS
influences on the New Zealand economy through necessitates the development of tools to examine
direct effects on primary production (agriculture effects of climate variability and change, and
and forestry), and indirect effects through its subseguent effects on climate-related risk. The
influences, for example, on water resources. Thus, ... ... . climate variability. and change have. the greatest ..
there is an immediate need for policy decision on direct effect on the New Zealand economy,
how to prevent or adapt to climate change based particudarly at site specific and regional scale.
possible future climate changes. Enhanced However, guestions of what climate variability
“knowledge of "the  possible effects “of "clithate ©  ° * did “charnge might™ oéeiit, and what  the  efféets’
variability and change will contribute significantly might be, largely remain unanswered.

to the management of risk, locally, regionally, and

nationally in both the near-term and future. One Therefore, recent studies of the CLIMPACTS
important aspect of climate change impacts is the programme has been focused on the capacity
occurrence of extreme events, Along with the building to examine the effects of climate
predicted changes in average conditions variability and change for site-scale assessment, In
connection with global climate change, the this paper, we demonsirate the methods being
frequency of occurrence of such extreme events used and their application on a specific
can also be expectled to change. horticultural crop {kiwifruit),

Given this contsxt, a multi-disciplinary research 2. The Methods

team was formed in 1993 o study on the

CLIMPACTS programme. The objective is to Climate impact assessment in many areas such as
develop an integrated model system that can be crop-climate relationships and water resources
updated to account for scientific advances and be management require a sufficient long climate time
used as a flexible tool for conducting sensitivity series, which aliost in every assessment studies
analyses of effects on important sectors of the far beyond the scope of the current historical
New Zealand economy. After the first stage of records. Therefore the interest in possible climate
national -assessment capacities completed which variability and change and in the assessment of
involves mainly the studies on the agricultural their impacts have led to increased attention to
sector focusing on the national, regional, and local methods  for  simulating  climate  variables.
scales (Kenny el al., 1995; Warrick et al., 1996), Physically based general circulation models
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(GCMSs) are able to produce enough long time
sequence of climate variables, under both curreat
or changed climate conditions, but their inability
to reproduce the climate on a finer resolution limit
their direct use in site-scale umpact studies.
Furthermore, at present, GCMs are unable to
provide reliable information regarding the
possible changes of climate extremes. Continuing
studies have been done by atmospheric scientists
in order to keep with the physically consistent
manner of GCMs (Young, 1994} However,
technigues based on synthetically generated time
series are “not now practical” because “a physical,
not just statistical structure of many important
variables is not well known or easily expressed”
(Robock et al., 1993},

As an alternative, stochastic approaches, ie.,
weather  generators have been used as
computationally inexpensive tools o produce
multiple-year climate change data at a daily time
sequence for site-scale impact assessment
purposes. The philesophy behind such approaches
15 the expectation of generating climate vartables
that, at least, have consistent statistical
characteristics with their Thistorical records.
Moreover, regarding the possible changes in
extremes, which have not been coped well in its
physical manner, a statistical approach could also
be adopted with a stochastic model,

However, the existing stochastic models have
many inadequacies which caused their limited use

" in climate impact assessment (Wilks, 1992). After

the first stochastic model which could generate a
whole suite of climate variables became available

at the. ecarly 1980s (Richardson,. 1981),. great.

efforts have been made to refine the model
performance and resulted in numerous stochastic
models  with  different  approaches. The
fundamental guestions remain to the model end-
users: how reliable a stochastic model is or, for a
certain climate variable which is of the most
interest for a specific impact study purpose, how
weil a stochastic model represents its statistical
characteristics. Without the statistical
characteristics of a climate variable being
sufficiently represented compared to its historical
records, the reliability of any following
assessments would be questionable, either for
more detailed climate variability analysis, or for
greenhouse gas induced climate change impact
assessment.

Given the statistical complexity involved in a time
series of climate data and numerous stochastic
models at hands, it may be unrealistic to single out
a certain stochastic model that performs better
than all other models in various climate variables

-Further -details- of - the- WGEN model could be -
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stiulating. The key point here is then how to
distinguish the model that is best fit into a
modeler’s particular impact assessment interests.
In order to provide as much as possible of the
modelling flexibility, a model system that is
developed for a site-scale impact assessment
purpase should incorporate, at least, the typical
weather generators with their necessary statistical
characteristics being easily available. Hence, in
CLIMPACTS model system, four different
weather generators and an extreme event analysis
tooi based on general extremal distribution
function have been built-in. Each of the selected
four generators represents a general approach in
the weather generator development history.

The first model is the Richardson’s weather
generator as normally termed as WGEN. In
WGEN, the precipitation occurtence is described
by a two-state {wet or dry day), first-order Markov
chain wherein the transition probabilities for a
given location are allowed to vary through an
annual cycle. The wvariation of precipitation
amounts on wet days is characterized as gamma
distribution with the shape and scale parameters
were  determined  from  the historical daily
precipitation data. The daily temperature and solar
radiation is defined conditional on the wet/dry
state of a particular day. To allow day-to-day
dependence of temperature and solar radiation, the
maximum, mipimum  temperatures and  solar
radiation components are represented as a first-
order, trivariate autoregressive process. The

~ annual cycle of the mean and standard deviation

of temperature and solar radiation are modeled by
single Fourier harmonics with fizxed phase angles.

found at Richardson (1981},

The second and third models, as termed as WG-
SERIES and WOG-LARS, are using a series
approach (o simulate the precipitation occurrence
based on the distribution of the length of
continuous sequences, or series, of wet and dry
days. WG-SERIES uses a geometric distribution
to fit the observed sequences of wet and dry days
and uses the same method as WGEN in estimating
the precipitation amount. A non-parameteric
approach was adopted in the WG-LARS to
estimate the distribution of sequences of wet and
dry spells and the precipitation amount at wet
days. Readers are referred to Racsko et al., (1991}
and Semenov and Barrow (1997 for details of the
WG-SERIES and WG-LARS models.

The fourth model, which is termed as WG-COND,
has the daily precipitation amount conditioned on
the monthly precipitation totals. In WG-COND,
the precipitation amounts are stratified into



subsets of months according to the low, near- Table 1: Long-term mean historical and
normal and high precipitation categories. Again, weather  generators simulated monthly
precipitation on  wet days is modeled as precipitation (mm)
independent gamma variates. Wilks (1989)
discussed the detail of the WG-COND models, Month {Historical /'WGEN 1WG- (WG [WG-
SERIES [COND |LARS
The extreme event analysis tool hased on the Te Puke
theory of extreme values (Leadbetter ot al, 1983). Jan 101.43] 133.60f 149.131 150.02 75.27
As expressed by the theory, for sufficiently large Febh 89041 117.89 129.36| 121.03 91.09
parent sample size, the probability distribution of Mar 17441 141.98] 155.74] 13812 139.10
the standardlzeq (or “reduced’”) maximum value Apr 123.63] 142.091 150.20f 15271 77 65
can be approximated by the general cxtremal May | 99.89] 150.09] 160.41] 18179 193.82
distribution function as described by Jenkinson - - :
(1969). The probability weighted moments Jun 162,22 147.71] 155.25] 193.82] 15599
method was used in this study to estimate the ful 179.93; 173.28) 15245 216.30| 206.76
generalized  extremal  distribution  function Aug 149.13] 178.26| 153.46| 223.73] 228.31
parameters. [n order to have a general application, sep 144.74| 171.36| 143.01] 218.48; 183.16
the extreme event analysis tool was built to have Oct 155.52| 164.72] 157.03; 228.24| 207.60
the capability to analysis various extreme event Nov 126.74] 142.611 151.97} 21137 188.84
types, such as extreme event of a fixed date, or in Dee 14131 127.53| 151.88] 191.43] 24147
a user-defined period. The extreme analysis Lool Ann_| 1650.99]1791.11(1810.58]2227.03] 1989.08
was then further incorporated directly with impact T incol
dels, so that the extreme events that have most e
moce’s, so i e e T e Tan 54.25] 5897 66.19] 64.63] 4472
significant effects on that particular crop, such as - : - —
kiwifruit, can be easily addressed. feb 48.67) 52.04] 60.57] 57.11 33.35
Mar 60.30] 56747 6973 63.60 53.08
3. The Kiwifruit Application Apr 58.23] 60.55; 68.83] 67.55 53.92
May 61.68; 6638 7033] 71.66f 35656
Considerable knowledge exists for kiwifruit with Jun 5888 64.64] 6652 6566 57.62
its economic importance to New Zealand. Salinger Tul 55.92] e6.64] ©67.05] 64.91 69.96
and I'.(enny_ {_1995) L-ISC(-.Jt average climate data to Aug 50311 58011 6321 5940 56.06
des.cstbe kx}wirmt dzsmbuu?n for New Zealand, Sep 2260l 51711 5908 5059 3530
which provided a valuable first-order assessment. e ;

...... Three important climate factors were identified as Oct. | 48731 5082t 5776 53,11  40.64]
being important for kiwifruit: winter chilling; Nov 53.29; SL.13| 5691 53911 47.08
growing season thermal time; and annual rainfall. Dec 56.221 58.11) 6043 62.55 47.50

~Winter termperature conditions are important for JAnn 668.06| 695.76] 766.63] 734.69] 598.56

winter chifling of vines (Brundell, 1876). Warm

spring and early summer conditions are important
for subsequent development (McPherson et al.
1992). In the autumn months it is evident that
lower mean temperature enhance final fruit
maturity (Seager et al. 1991}, The avaitability of
water for vine growth is one of the main
determinants  for  adequately  sized  fruit
{Prendergast et al. [987; Judd et al. 1989).
Insufficient moisture leads to smaller fruit, Kerr at
al. (1981) suggested a minimum annual rainfall of
1250 mm was required with [00mm/month or
more between December and March. In addition,
extreme climate events, minimum temperature in
particular, can damage or even kill the crop at
sensitive growth stages. Frosts in spring are most
harmful because this is the period when there is
new season’s growth. The crop may be damaged
if there is an insufficient frost-free period {(the
period between the last frost in spring and the first
frost in autuma).
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Based on the above descrintion, the following
statistics were used to compare and choose the
appropriate weather generator for kiwifruit. They
are annual total rainfall, with monthly amount
frem December to March i particular; the mean
temperature for all months; the distribution of the
extreme low temperature after crop budburst; the
distribution of the extreme low temperature before
crop maturation. Two sites, namely Te Puke of the
North Island and Lincoln of the South Island of
New Zealand, were used in this study, For each of
these two sites, thirty vears of historical climate
records are available. However, the solar radiation
data is incomplete, thus sunshine data was used to
calculate the solar radiation and was then used as
the surrogate of the obéerved solar radiation data.
Five hundred years daily time series of rainfall,
maximum, minimum  {emperature  and  solar
radiation were simujated to eliminate the
influences of a short-term simulation result on the
statistical characteristic representation. Tabies 1



and 2 show the long-term mean monthly historical
and the four weather generators simulated rainfall
and temperature for Te Puke and Lincoln
respectively.

In terms of the December to March and annual
rainfall, none of the models simulate well for Te
Puke, with WGEN performs marginally superior
than the other three. However, recall the minimum
rainfail that the kiwifruit phenologically required,
the annual and March rainfall is generally
sufficient, no matter is historically recorded or
simulated, t.c., larger than 1250 min annually and
100 mm on March. That leaves WG-LARS the
possible best candidate for the rainfall impact
assessment study, as it produces better simulation
results on January and February rainfali. For
Lincoln’s ramfall simulation, WGEN performs
significantly better than the other models. In terms
of temperature, Table 1 and Table 2 show that gll
models perform reasonably well and give similar
statistical results for both sites, though almest all
of them generate a slight higher temperature than
their corresponding historical records.

Based on both historical and generated data, the
extreme event analysis tool that was incorporated
into the kiwifruit impact model was used to assess
the frost risk. Figures 1 and 2 show the results of
extreme analysis of minimum temperature for a
user defined periods of ‘after-budbreak’ and
‘before-maturation’ (in this study, they were set as
default from budbreak to January lst and from
January ist to maturation) for Linclon. As figures
i and 2 indicated, none of the modeis performs
well in representing the statistical feature of the
iow temperature extreme events, with WG-LARS
producing marginally better result than other
models in before-maturation minimum
termperature event,

4, Discussion and Conclusion

Although weather generators have the potential to
be used as an inexpensive iool for site-scale
impact assessment purposes, it is critical that the
statistical characteristics of the historical climate
variables have been represented well in the
generaied time series data. In addition, if extreme

events are also of concern the statistical feature of
the extreme event need to be accurately addressed
which has its particularly importance, since in
most citrcumstances the impact of the extreme

Table 2: Long-termm mean hisiorical and
weather  gemerators  simulated  monthly
temperature (°C)

Month |Historical IWGEN [WG- W WO events has much more significant consequences
SERIES |[COND |{LARS than the long-term means. During the past, great
Te Puke efforts have been made to achieve such a
Tan 16.95] 18.13] 18.14] 13.17 18.18 simulation sufficiency and regulted in a number of
Feb 17171 1829 18.46| 18.33 1338 weather generators. However, the result of this
“IMar Rl 1713 1T el ot ird study -has-shown - it -5 still ot p0551b-le te -s-mgle ..........
p . out one method that performs better than all others
Apr 13.51]  14.63] 14.70! 14.57 14.53 . o . ) .
: in various site-scale climate change impact
May 1083] 11.82] 1184} 11.78 11.62 assessment studies. As for kiwifruit at Lincoln, if
cdunc el 9.04) 9T 976 974 U 9.68) T the influcade of the rain were under focus, we may
Jut 8421 917 9.14) 917 9.00 neced fo use WGEN result for such a study
Aug 9.14 9.93 9.91 9.93 2.88 purpose, while if the effect of frost risk before-
Sep 10.630 1148 1142 11.4% ii.41 maturation were the matter, WG-LARS would be
Oct 12360 13250 1327 13200 1303 the best candidate to assess ifs consequences.
Nov 13.96] 15.08; 15.06; 15.11 15.04 . e .
Doc 1552 16881 16941 16.88 1657 vaeﬂ the reliability is always under concern in
- climate change research, carefully selecting a
Lincoln - suitable weather generator hence has the first
fan 15.99] 16.39] 16.34] 16.38 16.44 importance in site-scale climate variability and
Feb 1583; 16.36] 16.37] 16.42 1642 change impact assessment studies. An impact
Mar 14.20f 14.8371 14.89] 1434 1497 assessment model need provide end-users the
Apr 1150 12027 12.03] 12.06 12.00 flexibility to choose the most appropriate model in
May 8.46 276 Q87 8491 2.89 their particular study interests, In CLIMPACTS
Jun 6.2 6.61 653  6.62 661 system, this was achieved by providing an easy to
Tul 576 600 6.00 608 6.06 select options with a user-friendly inter;f;c;e
: , . - ; showing all the necessary output statistics. The
Aug 6731 7000 708 TAL T i e i such a way that future
Sep 8.64 8.9 897 8.99 2.02 development of weather models and extreme
Oct 10.94) 11.16) 11.12| 1108 1113 analysis tools can be easily added in, as well as
Nov 1254 13.27) 13.12; 13.17 1341 various plant models from which the impact
Dec 1440 15.22 15.01 14.85 15,12 studies nead to he carried cut.
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Future development of the system will be to
incorporate the greenhouse gas induced climate
change into the weather generator results, so that
the impact assessments could be extended to
various climate change scenarios. It will also
include a research to selecting a appropriate
method for CLIMPACTS system to scale-up the
site-scale impact assessment result to regionai
ievel.
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Figure 1 Extreme low temperature analysis Figure 2 Extreme low temperature analysis
after budbreak for Lincoln, Y — Reduced before maturation for Lincoln, Y — Reduced
Gumbel variable; R — Return years. Gumbel variable; R — Return years.
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